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Abstract. This work is dedicated to physical interfaces for interactive 
presentation control, based on real objects or their replicas. Digital encoding 
approaches and surface enhancement methods, supporting direct interactions 
with physical objects, are discussed. An innovative presentation method in 
which consumer products with digitally enhanced labels or package surfaces 
could be used as tangible interface components is introduced. Based on this 
method, inclusive product presentations that actively engage customers and 
encourage them to touch, feel and explore the product are proposed. 
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1 Introduction 

Interactive presentations are quite often used for communicating ideas, introducing 
new designs, marketing of products, etc. Slide-based presentations, for example, are 
one of the most common methods for reporting research results at scientific 
workshops and conferences. Tangible physical models are frequently employed as 
additional presentation tools to better illustrate new architectural designs. More 
elaborate presentations including high-impact video clips, demonstrations, and live 
interactions are used when a new commercial product is launched.  

In this work we focus on physical presentation control interfaces based on real 
objects that are easy to handle in a natural, self-explanatory way. We explore 
possibilities for integration of such interfaces into interactive presentations where 
presentation targets could serve as tangible components of dedicated physical 
presentation control interfaces. 

2 Interactive Interfaces with Tangible Components 

Physical objects as tangible interface components have been used in diverse 
applications for quite a while. Typical examples are physical gaming interfaces, 
where interface objects often mimic motor bikes, cars and airplane cockpits in riding, 



driving and flight simulation games. Newer systems experiment with drum music 
interfaces, camera-based dancing interfaces, and other full body motions. While such 
interfaces could significantly enhance the gaming experience, each interface remains 
bound to a specific game scenario and content. Upgrading or changing the application 
content in most cases would require a complete replacement of the physical interface.  

Consumer products in shops and department stores could also be considered as 
tangible interface components. Indeed, when products are taken to the cash register, 
they are “shown” to a barcode reader for identification and processing. In this way 
consumer products become interactive components of the cash register interface and 
help to minimize the use of its keyboard interface. In contrast to physical gaming 
interfaces, product physical properties such as size, shape, color, etc. have no impact 
on the product performance as an interactive interface component.  

Similar approaches are also used in interactive presentation systems. The Palette 
presentation cards [1], for example, could be considered as physical components of a 
content specific presentation control interface. Indeed, each Palette card carries part of 
the presentation content along with a bar-coded link to its digital representation. 
Therefore when the content changes, Palette presentation cards need to be recreated, 
incurring the time and cost of reprinting. 

A major drawback of the Palette cards is that while they act as a tangible 
presentation content reference carrier, they do not constitute a faithful physical 
representation of the presentation content. In other words, if a presentation is about a 
specific new product, it might be better to use the product itself as an interface 
component rather than a slide or a card depicting the product. Such an approach is 
actually quite common during sales promotions where live demos, revealing the 
product strong points, are often done. The new moment that we introduce here is the 
use of the real product or a faithful replica of it for actually controlling the 
presentation flow. 

3 Digital Encodings for Physical Objects 

Barcode-based product management is a mature technology, and continuous attempts 
have been made to extend its use to widespread consumer products and recently to 
automated web content access through camera-enabled mobile devices [2, 3]. 
Whatever barcode-based application is considered, however, incorporating the 
barcodes into the product content seems to pose some problems. Main drawbacks 
appear to be the rigid requirements about the barcode size, color, shape, markers, 
margins and its general appearance that interfere with other information content [4]. 
Recent breakthroughs in digital watermarking and color-based data encoding are 
addressing these problems, and more visually acceptable solutions are becoming 
available [5]. By using digital watermarking instead of barcoding, product 
information could be dispersed over the entire product surface and thus almost 
completely hidden. In this way when used as an interface component, the product 
could be identified from any camera angle and view.  

For effective presentation control, however, identifying the product is only one of 
the required steps. User interactions with the product should also be recognized, 



perhaps based upon product position and orientation with respect to the image input 
device. Such kind of functionality is obviously not achievable through simple digital 
watermarking or individual barcodes because they do not carry any position payload. 
Multiple digital watermarks and barcode-based carpet encoding methods, while 
potentially applicable, have significant resolution and performance deficiencies [4].  

The Cluster Pattern Interface (CLUSPI®) encoding scheme [6], on the other hand, 
has been especially designed to blend seamlessly with existing content and to provide 
reliable product identification with additional position and orientation feedback. 
Similar to digital watermarking, the CLUSPI® code can be spread over a product 
surface while effectively covering less than 1% of it and thus staying practically 
invisible. An enlarged sample of a CLUSPI® encoded area with a dot-based cluster 
pattern is shown in Fig.1. For deriving the product ID, position and orientation, only a 
surface area of less than 1 cm2 needs to be analyzed.  

 

 
Fig. 1. A CLUSPI® encoded area, enlarged for better view of the cluster pattern. 

In addition to dots, the CLUSPI® method supports cluster patterns of graphical 
objects with different shapes, sizes and colors, and thus allows building custom 
patterns that would blend well with any background. This makes CLUSPI® codes 
available in different embodiments that are adjustable to various product requirements 
and user needs. Currently we are experimenting with a CLUSPI® encoding scheme 
supporting up to 1018 A0 pages and error recovery rate of about 50%. 

4 Digitally Enhanced Product Packages and Labels for Direct 
Interactions 

Labels are an indispensable component of the product distribution chain, and it is 
often said that product success is sometimes determined by wrapping and labels rather 
than by content. That is why product packaging and labels are always designed with 
utmost care, and special efforts are made to ensure that they are both appealing and 
informative. First, customer attention has to be attracted by some appealing graphical 
features on the product label. Then the informative component comes in, to sustain 
user attention, and to raise more genuine interest in the product.  

Our idea is to link the distinctive product features exposed on the product package 
and label to corresponding presentation slides or sequences of slides with text, images, 



and video. For illustration, some sample slides and key video frames with their label 
area links denoted by arrows are shown in Fig.2.  

 

 
Fig. 2. Sample slides and key video frames linked to a product label 

To implement this idea we use CLUSPI® codes that do not need dedicated space 
and are actually overlaid upon existing printed content. This way any product label or 
package can be freely covered by CLUSPI® codes in an unobtrusive way. The 
resulting effect is that each and every point on a printed product surface becomes 
directly addressable.  

 

 
Fig. 3. A sample design of a CLUSPI® enhanced sake bottle label 

In the example shown in Fig.2 we have used a label of a Japanese wine (sake) 
bottle. The layout of the links, attached to the label, is depicted in Fig.3, where the 
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clickable areas are enclosed in dashed rectangles for clarity. According to the 
producer, the main sales point of this particular sake brand seems to be the special 
process of treatment with sound waves that supposedly contribute to its unique flavor. 
To attract attention to this very special feature, a picture of Mozart has been placed in 
the center of the label. Naturally a link to slides with more detailed explanation of this 
special treatment should be associated with the central area (1) of the label. Links to 
recorded samples of the Mozart performances that are actually used for the sake 
treatment could be associated with the top area (2), where a few bars of musical 
notation are shown. Informative links to slides introducing the producer and stressing 
their long experience in traditional sake brewing could be attached to the bottom left 
area (3) where the producer name and address appear. The top left area (4) is 
mandated by law and contains details about the alcohol content and warnings for 
minors; this area could also be linked to explanatory slides if necessary. Finally, the 
label area with the large Japanese letters on the right (5) could be linked to a product 
introductory movie. 

5 Direct Interactions with CLUSPI® Enhanced Products 

In Fig.4 we show how a handheld CLUSPI® reader could be used for direct 
interactions with such a digitally enhanced sake bottle label. Pointing and clicking 
sensitive label areas, invokes slides revealing special features of the product. The 
bottle can be held in one hand while pointing and clicking with the CLUSPI® reader 
by the other. The bottle can also be put on a stand and then only one hand would be 
needed for pointing and clicking.  

 

 
Fig. 4. Direct interactions with the sample label 

The CLUSPI® reader device shown in Fig.4 is based on an inexpensive video 
camera that allows image acquisition of digitally enhanced product labels and other 



surfaces.  The reader prototype has a QVGA resolution and delivers up to 15 
frames/sec. 

Handheld readers, while acceptable for many users, might still not be very 
convenient for casual customers especially elderly people or children. An ideal 
solution would be to make the reader part of the product environment, eliminating the 
need to operate the reader by hand. This would lead to a presentation system 
preloaded with product-related content, one or more samples or replicas of the 
product placed next to the presentation system, and an appropriate presentation 
control interface that should deduct customer intentions and exercise appropriate 
controls based on user interactions with the products.  

To address this, instead of a handheld CLUSPI® reader we suggest using one or 
more fixed-position readers. Those readers should be able to extract digital 
information embedded in the product package and labels while the customer is 
examining the product. A preliminary design and layout of a presentation system 
based on this principle is shown in Fig.5. The CLUSPI® readers should be embedded 
in the environment in a way that ensures at least one clear view of the bottle label for 
any orientation of the bottle. For example, the readers could be integrated in the 
artificial stones and the vase placed around the bottle in Fig.5. 

 

 
Fig. 5. Preliminary design and layout of an exemplary presentation system 

In addition to CLUSPI® readers, the system should be equipped with motion 
sensors that allow detection of present and approaching customers. With no customers 
within range of the motion sensors, the system stays in a stand-by mode. Once a 
motion sensor is activated, the system switches to an appeal mode, where a video is 
shown, inviting the customer to come closer and investigate the product. In our case, 
users are encouraged to turn the sake bottle on the stand, examine it from all 
directions, and read the inscriptions on the bottle labels. Once a change of the bottle 
position or orientation is detected, the system switches to presentation mode. In this 
mode the CLUSPI® readers placed around the stand would provide feedback 
regarding current bottle position and orientation, and based on that, tracking the bottle 



label area currently just in front of the user eyes would be done. Since the system 
identifies the area that is being watched by the user, presentation slides linked to that 
area could be shown on the large display behind the stand. This kind of system 
response is essentially equivalent to a direct point and click to the watched area with a 
handheld CLUSPI® reader, as explained earlier. 

Obviously users could change bottles on the stand, in which case the system should 
automatically switch to new content, corresponding to the product currently placed on 
the stand. This functionality could be easily implemented through the product 
identifiers returned by the CLUSPI® reader. We are also considering extensions of 
this system that would be able to handle more than one product at a time. Then, for 
example, if two different brands of sake bottles are placed on the stand, the system 
could show a side-by-side comparison and give recommendations. 

6 Conclusions and Future Work 

In this work we have focused on presentation control, based on real consumer 
products that are easy to handle in a natural, self-explanatory way. Potential targets of 
such interfaces are casual, non-experienced users who wish to minimize the learning 
time needed. 

Based on our approach, commercial product presentation systems that use real 
products as interface components and actively engage the audience could be built. 
Such systems would encourage customers to touch, handle and even experience new 
products. User interactions with the products would be then interpreted as 
presentation controls so that appropriate feedback and assistance could be provided. 

At this point we have a handheld camera based working prototype that allows 
direct interactions with bottle labels as illustrated in Fig.4. The exemplary 
presentation system shown in Fig.5 has been designed for a local producer of sake 
who plans to use it as a promotion tool at exhibitions and export fairs. Uncovered 
system layout is meant to attract Japanese customers for whom traditions in brewing 
sake are of great importance. The final system, however, is also expected to be used 
for presentations and product promotions abroad. 

Reporting our results at CLIHC as an opportunity to bring this approach and 
system design to the attention of a foreign audience of HCI professionals and seek 
expert opinions and evaluations from more international perspective. When the fully 
functional prototype is ready it would be interesting to investigate how the ethnic and 
cultural differences between Japanese and Latin Americans might influence their 
engagement with the system. 
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